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ABSTRACT
Code Large Language Models (LLMs) enhance software develop-
ment efficiency by automatically generating code and documen-
tation based on user requirements. However, code LLMs cannot
synthesize specialized programs when tasked with IoT applications
that require domain knowledge. While Retrieval-Augmented Gener-
ation (RAG) offers a promising solution by fetching relevant domain
knowledge, it necessitates powerful cloud LLMs (e.g., GPT-4) to
process user requirements and retrieved contents, which raises
significant privacy concerns. This approach also suffers from un-
stable networks and prohibitive LLM query costs. Moreover, it is
challenging to ensure the correctness and relevance of the fetched
contents. To address these issues, we propose GPIoT, a code genera-
tion system for IoT applications by fine-tuning locally deployable
Small Language Models (SLMs) on IoT-specialized datasets. SLMs
have smaller model sizes, allowing efficient local deployment and
execution to mitigate privacy concerns and network uncertainty.
Furthermore, by fine-tuning SLMs with our IoT-specialized datasets,
the SLMs’ ability to synthesize IoT-related programs can be sub-
stantially improved. To evaluate GPIoT ’s capability in synthesizing
programs for IoT applications, we develop a benchmark, IoTBench.
Extensive experiments and user trials demonstrate the effectiveness
of GPIoT in generating IoT-specialized code, outperforming state-
of-the-art code LLMs with an average task accuracy increment of
64.7% and significant improvements in user satisfaction.

CCS CONCEPTS
• Computing methodologies→ Artificial intelligence; • Com-
puter systems organization→ Embedded and cyber-physical
systems.
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Figure 1: Existing code LLMs need to transmit sensitive data
to remote servers. In contrast, GPIoT features three local
SLMs to protect user privacy and reduce query costs.

1 INTRODUCTION
Large language models (LLMs) [65, 70] are revolutionizing various
aspects of embedded system development and mobile computing,
e.g., smartphone task automation [74], advanced virtual assistants
[46], and even IoT data comprehension [4, 41, 48, 79]. Code LLMs
(e.g., WizardCoder [43] and CodeLlama [53]) stand out as promising
tools designed to synthesize programs based on user requirements
described in natural language. As illustrated in Fig. 1, the integra-
tion of programming tools with code LLMs significantly enhances
software development by automating code completion, code gener-
ation, bug detection, documentation writing, etc.

While powerful and promising, when confronted with IoT appli-
cations [6, 25, 26, 80–84] that require special domain knowledge,
existing code LLMs tend to simply provide general solutions with
sub-optimal performance (§ 2.2). This is because they focus on
general-purpose programming tasks [34] rather than being tailored
to any particular domain. Moreover, IoT-related knowledge and
programs only occupy a small proportion of the datasets which
code LLMs were trained on [85]. Consequently, IoT terminologies
will be assigned a lower priority during inference with the gener-
ated code less dedicated to the IoT domain (§ 2.2). This motivates
the following research question: Can we build a code LLM specially
tailored for IoT application code generation tasks? If yes, we can
synthesize IoT-related programs with higher task accuracy and
efficiency, offering significant convenience for IoT developers.

A potential approach can be Retrieval-Augmented Generation
(RAG) [36], which provides LLMs with retrieved domain knowledge
to enhance their abilities in generating accurate and contextually
relevant solutions. Existing works [17, 28, 56] construct a sophisti-
cated LLM+RAG agent to gradually generate code through multiple
intermediate steps via prompts. Nonetheless, they suffer from three
main problems. 1) A powerful LLM with strong language compre-
hension capability is needed to learn from the retrieved knowledge.
However, cloud LLMs (e.g., GPT-4 [2]) may suffer from bad network
conditions, high costs, and privacy concerns, while local LLMs (e.g.,
Llama2-70b [61]) have harsh requirements in system resources (e.g.,
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memory and network). 2) Complicated RAG designs (e.g., itera-
tive retrieval [77]) are mandatory to ensure the correctness and
high relevance of the retrieved knowledge, with extended process-
ing time. Otherwise, LLMs may fail to focus on the IoT context
and still provide general solutions [75]. 3) Meticulously designed
prompts are required to ensure that outputs must strictly follow
pre-defined formats [38], which is extremely challenging due to the
hallucinations and unreliability of LLMs [62].

To tackle the above problems, we propose GPIoT, a code gen-
eration system tailored for IoT application development by fine-
tuning local small language models1 (SLMs) on IoT-specialized
text-generation datasets. This approach has the following benefits:
1) The system overhead, privacy leakage, and network instability
can be mitigated, as SLMs have smaller sizes and can be locally de-
ployed without incurring heavy resource burdens. 2) SLMs tuned on
IoT-specialized datasets can generate responses with significantly
enhanced quality and higher relevance to the IoT domain [58]. 3) As
our tuning datasets are well-structured text data, the tuned SLMs
can produce intermediate outputs following the expected format
with enhanced stability and avoid hallucinations.

We implement GPIoT2 with three tailored SLMs to handle differ-
ent stages of IoT application development: TDSLM for Task Decom-
position, RTSLM for Requirement Transformation, and CGSLM for
Code Generation. Though tuning one SLM to handle all the tasks is
possible, it is extremely challenging due to SLMs’ limited language
understanding and processing capabilities [35, 42]. As shown in
Fig. 1, TDSLM first decomposes an IoT application into multiple
sub-tasks with detailed descriptions. Next, the descriptions are con-
verted into well-structured specifications following pre-defined
formats by RTSLM. Accordingly, CGSLM further generates a list
of code snippets with detailed documentation. By sequentially exe-
cuting the code based on the documentation, the IoT task can be
solved. Note that we only fine-tune TDSLM and CGSLM as these
two stages require IoT domain knowledge during inference while
RTSLM only needs basic language processing.

In practice, we face three significant technical challenges. 1)
Lack of high-quality data. To the best of our knowledge, there
are no IoT-oriented user-requirement-to-sub-task and sub-task-to-
program text-generation datasets. Thus, we first construct two
datasets containing IoT knowledge retrieved from various public
sources, aiming to enhance the task decomposition and code gen-
eration abilities of TDSLM and CGSLM, respectively. Moreover, we
design an IoT-oriented text data augmentation method to enhance
the datasets’ quality and diversity, considering the unique charac-
teristics (e.g., sensor modality and resource heterogeneity) of IoT
applications, thereby enhancing SLMs’ knowledge comprehension
and code generation capabilities for IoT tasks. 2) Domain mis-
alignment between SLMs. The decomposed tasks generated by
TDSLM may fall beyond the scope that CGSLM can handle due to
domain misalignment. This is because the two SLMs focus on dif-
ferent stages of IoT application development during tuning, which
could lead to thematic inconsistencies in task interpretation and
execution (§ 2.2). To tackle this, we propose a parameter-efficient

1We consider SLMs as open-source language models that can be locally deployed and
operated efficiently on commodity GPUs [29] (e.g., Llama2-13b with INT8 quantization
requires around 16 GB of GPU memory).
2The models and datasets are available at https://github.com/lemingshen/GPIoT

co-tuning (PECT) paradigm featuring a multi-path Low-Rank Adap-
tation (LoRA) pipeline. Unlike conventional LoRA tuning that tunes
adapters separately, our designed PECT paradigm enables collabora-
tive fine-tuning of multiple SLMs with a shared base model but with
different adapters, thereby mitigating the inconsistency issues and
facilitating knowledge sharing between SLMs. 3) Format incom-
patibility. Decomposed tasks are typically described in natural
language, while the expected inputs of CGSLM should be well-
structured. If we directly use the decomposed task descriptions as
prompts to generate code, CGSLM can not provide programs strictly
following user requirements (§ 2.2). To address this, we leverage
Chain-of-Thought (CoT) prompting [73] that instructs RTSLM to
transform the descriptions into well-structured specifications step
by step. As such, CGSLM can better handle the specifications to
provide IoT-specialized solutions.

To evaluate GPIoT, we also propose IoTBench, a benchmark to
quantify LLMs’ capabilities in synthesizing IoT-related programs.
Extensive experiments and a user study demonstrate that GPIoT
can generate code adopting more IoT-specialized algorithms and
outperform SOTA code LLMs in terms of task accuracy (more than
64.7% on average), memory usage (less than 310MB on average), and
user satisfaction. In summary, we make the following contributions:
• GPIoT presents the first code generation system tailored for
IoT application development featuring privacy-preserving local
SLMs tuned on IoT-specialized datasets.

• We create IoT domain text-generation datasets with a novel aug-
mentation method tailored for the unique characteristics of IoT
tasks, significantly enhancing the IoT knowledge comprehension
ability of our tuned SLMs. We also construct IoTBench to evaluate
the capability of LLMs in synthesizing IoT-specialized programs.

• We propose the PECT paradigm, a new LLM tuning method that
can collaboratively fine-tune multiple SLMs to mitigate their
domain misalignment with facilitated knowledge exchange.

2 BACKGROUND & MOTIVATION
We first revisit existing code LLMs to underscore the importance
of constructing tailored IoT-related LLMs. Then, we conduct some
preliminary experiments on existing LLM+RAG methods to further
motivate our work with several challenges we need to address.

2.1 Code LLM and LLM+RAG
Existing code LLMs aim to synthesize programs and enhance soft-
ware development efficiency and accuracy. While they performwell
on general and simple programming tasks (e.g., sorting algorithms),
they often struggle with complex problems in the IoT domain. For
example, when prompted to design an R-peak detection method
for electrocardiogram (ECG) data, existing code LLMs can only use
the find_peaks() function, which adopts a general peak detection
algorithm rather than a dedicated one tailored for ECG data (e.g.,
Pan-Tompkins [50]). The underlying reason is that IoT knowledge
and programs only occupy a small proportion of the training dataset
of code LLMs. As a result, despite being presented with abundant
IoT terminologies in the prompt, LLMs still tend to prioritize and
respond with more general words, due to their higher similarity
(shorter distance in Fig. 2(a)) within the vector representation space.

LLM+RAG methods address this by retrieving domain knowl-
edge for reference and establishing multiple cascaded agents to

https://github.com/lemingshen/GPIoT
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Figure 2: (a) Existing LLMs tend to prioritize general terms;
(b) LLM+RAG systems require multiple cascaded agents.

facilitate information transfer among modules. For example, in
Fig. 2(b), multiple LLM-based agents are employed for different
tasks during development (i.e., domain knowledge retrieval, task
planning, coding, and debugging). Sophisticated prompt design
and meticulously structured intermediate outputs are necessary to
ensure that one agent’s output can be accurately parsed and inter-
preted by another agent. We conduct a preliminary experiment by
prompting MapCoder [30], a multi-agent-based LLM+RAG frame-
work, to synthesize programs for R-peak detection. We repeatedly
generate 100 distinct versions of the programs and analyze them
through code review and execution. Surprisingly, we find that only
28% of the programs adopt appropriate IoT-related algorithms to
perform R-peak detection. This is because LLM+RAG requires so-
phisticated RAG design and user prompts. Otherwise, the retrieved
knowledge is less accurate and relevant to the IoT context, and
LLMs may fail to focus on the IoT domain and still provide sim-
ple and general solutions [75]. Moreover, this cascading process
inevitably introduces noise and propagates errors [76], leading to a
long self-recover time. More importantly, cloud LLMs suffer from
bad network conditions, high costs, and privacy concerns.

To overcome these challenges, GPIoT fine-tunes SLMs on IoT-
specialized text-generation datasets, as SLMs have smaller sizes and
can be locally deployed. Additionally, by steering the parameter
distribution towards the IoT domain via tuning, SLMs can focus on
IoT-related semantic context, generating highly relevant responses
that follow pre-defined formats with enhanced stability.

2.2 Preliminary Experiments & Findings
We conduct some preliminary experiments by separately fine-
tuning two SLMs on our manually constructed datasets (§ 4.1),
i.e., the task decomposition dataset (TDD) and the code generation
dataset (CGD). TDD aims to enhance TDSLM’s capability to break
a problem statement proposed by the user into multiple decomposed
tasks described in natural language. CGD aims to enhance CGSLM’s
ability to generate code & documentation for the user based on the
decomposed tasks. However, we find it extremely challenging to
ensure the correctness of the generated code. Note that we use
Llama2-13b [61] as the default SLM for demonstration purpose.
Lack of high-quality data. Directly fine-tuning SLMs incurs little
performance gain, even with data augmentation. We first deploy
four models: GPT-4o, the original SLM, the SLM tuned on TDD, and
the SLM tuned on augmented TDD via Evol-Instruct [78]. Then, we
randomly select three IoT problems from TDD and input them into
the four models to obtain a set of responses. Next, we measure the
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similarity between the generated responses and the human-crafted
references as ground truth (decomposed tasks) using the BLEU score
[51], where a larger value indicates higher semantic similarity. As
shown in Fig. 3(a), GPT-4o achieves the highest score with an ac-
ceptable value for such a text-generation task. However, the scores
achieved by tuned SLMs increase slightly even with augmented
TDD. Further analysis reveals that the solutions provided by the
SLMs are either irrelevant to the IoT domain or contain halluci-
nations. This is because traditional augmentation methods (e.g.,
Evol-Instruct) focus on augmenting linguistic characteristics of the
original text data, which may fall short of effectively capturing
intricate relationships among IoT terminologies. This motivates us
to design an IoT-tailored text augmentation method to enhance the
quantity, quality, and diversity of the original dataset.
Domain misalignment. Since TDSLM and CGSLM are tuned on
distinct datasets for different tasks, domain misalignment occurs
when used in tandem. Specifically, we feed the task descriptions
generated by TDSLM into CGSLM to synthesize corresponding
programs for each sub-task. Surprisingly, we find that only 53.4%
of the programs can be successfully executed without bugs and
only 10.6% of the programs adopt IoT-specialized algorithms for the
IoT tasks. The main reason is that the two SLMs develop expertise
in different domains with knowledge inconsistency during tuning,
hindering the seamless integration of task decomposition and code
generation. As a result, the responses generated by TDSLM may
fall outside the scope that CGSLM can handle. This motivates us to
develop a knowledge-sharing strategy between the two SLMs during
tuning so that they can reach a consensus when handling IoT tasks.
Format incompatibility. TDSLM’s outputs (decomposed tasks) are
described in natural language while CGSLM’s inputs (task speci-
fications) should be well structured (Fig. 3(b)). When we directly
feed TDSLM’s output into CGSLM, only 23.6% of the synthesized
programs can be successfully executed. The rest exhibits higher
uncertainty with a lack of confidence in mapping the input task
specification to the desired code [86]. The reason is that CGSLM is
more sensitive to well-formatted inputs as it has been tuned on our
dataset with structured text. Though directly tuning TDSLM to gen-
erate well-structured task specifications can be a solution, we find
it challenging due to the limited language processing capabilities of
SLMs, which cannot be sufficiently enhanced through tuning alone.
This motivates us to develop a method to convert the task descriptions
in natural language into well-organized specifications.

To address the above challenges, we propose three key technical
modules, i.e., an IoT-oriented text data augmentation method, a
Parameter-Efficient Co-Tuning (PECT) paradigm with a multi-path
LoRA pipeline, and a requirement transformation module.
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3 SYSTEM OVERVIEW
Fig. 4 illustrates the overall architecture of GPIoT, consisting of an
offline tuning stage and an online processing stage.
Offline Stage. The offline tuning stage (the left part in Fig. 4) con-
structs two IoT-specialized datasets and fine-tunes TDSLM and
CGSLM, which will be used for task decomposition and code gen-
eration in the online stage, respectively. We first build a RAG agent
to extract knowledge and programs from various IoT-related pub-
lic sources (e.g., websites and articles) to construct high-quality
datasets. Then, we augment the datasets by adopting our IoT-
oriented augmentation method (§ 4.1) to enhance their quantity,
quality, and diversity. Note that the RAG agent is only used for
high-quality dataset construction during the offline stage. With the
two augmented datasets, we fine-tune two SLMs via our PECT par-
adigm, where certain model parameters are collaboratively tuned
through a multiple-path LoRA pipeline with two projection layers
for task decomposition and code generation, respectively. Our PECT
paradigmmitigates the domain misalignment between TDSLM
and CGSLM with facilitated knowledge transfer and sharing.
Online Stage. The online stage (the right part in Fig. 4) aims to
synthesize IoT-specific programs based on the user requirement for
an IoT application development. Specifically, GPIoT first leverages
Task Decomposition SLM (TDSLM) to decompose the IoT appli-
cation into multiple manageable sub-tasks with detailed descrip-
tions (①∼②). Next, through CoT-based prompting techniques, the
sub-task descriptions will be gradually transformed into well-
structured specifications by Requirement Transformation SLM
(RTSLM) (③∼④). Next, for each sub-task, Code Generation SLM
(CGSLM) accordingly generates a code snippet with documentation
(⑤∼⑥). Users can execute the code sequentially to realize the IoT
application based on the instructions from the documentation (⑦).
SLM Considerations. We consider SLMs as open-source models
that can be locally deployed and operated efficiently on commodity
GPUs (e.g., RTX 4070 Ti). This aligns with the practical constraints
of normal users, where local models offer advantages in terms of
cost, privacy, and independence from the cloud. Note that although

there are three SLMs working simultaneously, they share the same
foundation model and differ only in some additional tunable parame-
ters, which only occupy 1% of all the parameters. Such a low-cost
tuning and inference process stems from our PECT paradigm, avoid-
ing significant overhead when deploying GPIoT on local devices.

4 SYSTEM DESIGN
4.1 Data Collection & Augmentation
Since there are no text-generation datasets in the IoT domain, we
need to first construct a task decomposition dataset (TDD) and a
code generation dataset (CGD). Note that our datasets contain Q&A
pairs in textual form, fundamentally differing from conventional
IoT datasets that typically contain pairs of sensor data and labels.
4.1.1 Task Decomposition Dataset. TDD contains pairs of
"problem statement → decomposed tasks", aiming to enhance TD-
SLM’s task decomposition ability for IoT problems. The construc-
tion process consists of three stages: raw IoT-related text data col-
lection, data formatting, and IoT-oriented text data augmentation.
Raw Data Collection. IoT-related research papers contain a huge
quantity of high-quality SOTA applications and algorithms. More-
over, the systems proposed are comprehensive and functional,
which can be decomposed into multiple modules with clear moti-
vation and implementation details. Therefore, we download IoT-
related papers from several public literature databases3 as our high-
quality data sources, covering a wide range of IoT topics, such as
communication, wireless sensing, edge computing, etc.
Data Formatting. We need to extract IoT knowledge from the
papers and format it to pairs of "problem statement → decomposed
tasks". Intuitively, we can regard the proposed system in each paper
as an IoT problem, with its technical modules as the corresponding
decomposed tasks. However, two challenges occur if we directly
use such "System → technical modules" pairs for tuning: 1) These
module descriptions are typically lengthy, which exceed the context
length of SLMs [11]. 2) These modules are still sophisticated, often
containing multiple sub-systems. TDSLM may struggle to extract
IoT-specialized technical concepts and accurately generate manage-
able components. To tackle this, our insight is that we regard each
module as an individual problem, which can be further decomposed
into several manageable sub-tasks. The disintegrated sub-tasks can
be easily handled by TDSLM with reduced context length.

Fig. 5 shows the entire process of how we extract pairs of "prob-
lem statement → decomposed tasks" from the papers. Specifically,
we first build a RAG agent by combining the downloaded papers
with an LLM (GPT-4o). Based on the provided context documents,

3We download papers from public databases via our institution’s certification. The
papers are for research only, adhering to ethical standards.
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.
we then prompt (Fig. 6(a)) the agent to split the proposed system
in the paper into multiple technical modules with detailed descrip-
tions. Next, for each technical module, we prompt (Fig. 6(b)) the
agent to further decompose it into several sub-tasks with detailed
implementation steps. As such, we encapsulate the problem state-
ment 𝑝𝑖 of each technical module and the corresponding sub-tasks
𝑡𝑖 into a Q&A pair 𝑄𝑖 to construct a raw dataset D𝑡 :

D𝑡 = {𝑄1,𝑄2, · · · ,𝑄𝑛𝑡 }, 𝑄𝑖 = (𝑝𝑖 , 𝑡𝑖 ) (1)
where 𝑛𝑡 is the total number of technical modules from all the
papers. Fig. 8(a) shows a data sample from the dataset. Note that
each sub-task is separated by a blank line, allowing us to parse
and split 𝑡𝑖 into multiple task description strings for further code
generation in a divide-and-conquer way.
IoT-Oriented Data Augmentation. As revealed in § 2.2, existing
text augmentation methods are ineffective in the IoT domain as
they focus on expanding language characteristics rather than IoT
knowledge. As a result, IoT terminologies are still assigned lower
priority during inference, preventing the tuned model from gener-
ating IoT-specialized solutions. To address this, we propose a novel
IoT-oriented data augmentation method that considers unique prop-
erties of IoT applications, i.e., sensor modality, data representation,
and system resource heterogeneity, as shown in Fig. 7.

Our augmentation considers three aspects: 1) Sensor modality.
For the same IoT problem, we can use different sensor modali-
ties. For instance, to implement human activity recognition (HAR),
we can utilize IMU data, WiFi CSI, etc. 2) Data representation. For
the same modality, we can leverage distinct data representations
to achieve the same task. For example, we can use WiFi CSI, 2D
spectrograms, or extracted Doppler features to implement HAR.
3) Resource heterogeneity. For the same task, various IoT devices
require heterogeneous system resources. When deploying an AI
model, smartphones typically have less memory than PCs, requir-
ing model optimization methods. Based on the three aspects, we
prompt (Fig. 8(b)) GPT-4o to rewrite and augment each problem
statement from D𝑡 . To generate reference decomposed tasks, we
build a search agent to retrieve relevant IoT domain knowledge and
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Figure 8: (a) Tuning data sample for task decomposition. (b)
Prompt for sensor modality augmentation.
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- x (array): A signal with peaks.
- height (int): required  height of peaks.
- threshold (int): required threshold of peaks
Returns
- peaks (array): indices of peaks in x.
Examples

Universal Non-Uniform 
Random Number Sampling

Introduction
Random variate generation 
deals with algorithms to 
generate random variates 
from various distributions ……
Workflow
First ……, Then ……, Finally ……
A Simple Example

Example Gallery
A Usage Sample

>>> import numpy as np
>>> from scipy.signal import find_peaks
>>> x = np.random.rand(2000)
>>> peaks, _ = find_peaks(x, height=0)

>>> import scipy
>>> x = ……
>>> output = ……

Figure 9: An example of a Python package’s website.
prompt it to produce results. We then manually filter out incorrect
results and craft the formats (i.e., each sub-task is separated by a
blank line as aforementioned). The augmented dataset D′

𝑡 is:

D′
𝑡 =

3⋃
𝑗

{ (𝑝𝑖 𝑗 , 𝑡𝑖 𝑗 ) | 𝑝𝑖 𝑗 = 𝐴𝑗 (𝑝𝑖 ), 𝑡𝑖 𝑗 = 𝐺 (𝑝𝑖 𝑗 ) }, ∀𝑝𝑖 ∈ D𝑡 (2)

where 𝐴 𝑗 (·) is the 𝑗-th type of augmentation operation and 𝐺 (·) is
the black-box function of GPT-4o.
Remark.We take the diversity of both language expression and
IoT characteristics into account, demonstrating significant perfor-
mance improvement in task decomposing (§ 6.5). Note that the data
collection and augmentation processes are both performed offline.
4.1.2 Code Generation Dataset. CGD contains pairs of "task
specification→ code & documentation", aiming to enhance CGSLM’s
ability in generating IoT-related code for decomposed tasks. The
data construction includes two stages: raw data collection and target
diversity-aware augmentation for different code generation tasks.
Raw Data Collection. Open-source IoT-related Python4 packages
(e.g., SciPy [64]) contain abundant hand-crafted IoT algorithms and
applications with high performance, which can serve as our data
sources. Thus, we first collect numerous public repositories from
GitHub and extract Python packages they used, covering areas of
signal processing, machine learning, and data processing (IoT data
I/O and visualization). We then build a web crawler to automatically
retrieve information from each package’s official website.

A package’s website (Fig. 9) typically contains two parts: 1) API
reference includes a list of modules (i.e., functions and classes) with
comprehensive guidance on how to use them effectively in code.
For example, find_peaks() is a function from the SciPy package,
which identifies the local maxima (peaks) in an input signal array
and returns the indices of the peaks. We denote the detailed in-
formation of each module as its metadata,𝑚𝑖 . 2) Example gallery

4We focus on Python since it is a cross-platform programming language.
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Module Description Data

System Message
You are a Python programmer in signal 
processing and machine learning. Based 
on the user instruction, generate detailed 
descriptions for the module.

User Message (𝑡𝑖1)

Provide a detailed description of the 
find_peaks() from the Python 
package named SciPy.

Assistant Message (𝑚𝑖1)

The metadata of the module.

(a) Module description

Module Implementation Data

System Message
You are a Python programmer in signal 
processing and machine learning. Based 
on the user instruction, generate Python 
code with detailed comments and doc.

User Message (𝑡𝑖2)

Write some Python code with comments 
and documentation to perform peak 
detection by using the find_peaks() 
from a Python package named SciPy.

Assistant Message (𝑐𝑖  & 𝑑𝑖)
Corresponding code and documentation.

(b) Module implementation

Well-Structured Task Specification (Prompt)

**Target**
Write some code and documentation to 
create a universal non-uniform random 
number generator to sample random 
variates from a wide variety of univariate 
continuous and discrete distributions.

**Input Specification**
- numbers (arr): a stream of uniform 

random numbers.

**Output Specification**
- output (arr): random variates sampled 

from the specified distribution.

(c) Task specification
Input Embedding 𝑿

𝑊𝑞 𝑊𝑘 𝑊𝑣

Q K V

Attention

Add & LayerNorm

FFN

Add & LayerNorm

Out

Input 𝑿

𝑊𝑣
𝐴

𝐵

𝑉′

W
Projection

matrix

LoRA
adapters

LoRA Tuning

(d) Traditional LoRA tuning
Figure 10: (a) & (b) Two tuning data samples. (c) Well-structured task specification. d) Traditional LoRA tuning.

provides practical usage samples of how to use various modules and
features of the package to implement specific algorithms. For in-
stance, a usage sample provides detailed documentation with code
about performing universal non-uniform random number sampling
using the SciPy package in an end-to-end manner. We denote the
detailed information of each usage sample as its metadata, 𝑢 𝑗 . By
combing these two types of metadata, we form a raw dataset D𝑐 :

D𝑐 = {𝑚𝑖 | ∀𝑖 ∈ {1, 2, · · · , 𝑛𝑚 }} ∪ {𝑢 𝑗 | ∀ 𝑗 ∈ {1, 2, · · · , 𝑛𝑢 }} (3)

where 𝑛𝑚 and 𝑛𝑢 is the total number of modules and usage samples.
Target Diversity-Aware Augmentation. This augmentation aims
to enhance the diversity of the metadata in D𝑐 . We target each
module in the packages for two text-generation tasks: 1) Module
Description: providing detailed descriptions of a module and 2)Mod-
ule Implementation: writing code & documentation to demonstrate
usage samples of the module. aSince the example gallery already
contains abundant algorithms with sample code and detailed de-
scriptions, they can be directly used as code generation tasks.
1) Module Description. We format the task specification to "Pro-
vide detailed descriptions of <module> from <package>." The cor-
responding reply contains the module metadata in a pre-defined
format. This Q&A mapping relation from a task specification 𝑡𝑖 to a
module description𝑚𝑖 is expressed as:

D1 = {𝑡𝑖 →𝑚𝑖 } (4)
Such a "task specification→ module description" mapping can teach
CGSLM to be familiar with the module’s information, strengthen-
ing the semantic correlation between the module’s name and the
detailed descriptions. Fig. 10(a) illustrates a data sample from D1.
2) Module Implementation. We format the task specification to
"Write some Python code with comments and documentation to
perform <target> by using <module> from <package>." The cor-
responding reply contains the sample code and documentation that
provides the workflow and guidance on how to execute the code.
To obtain well-structured documentation, we prompt GPT-4o to
format the module’s metadata into Markdown. This Q&A mapping
relation from a task specification 𝑡𝑖 to the corresponding module
implementation (i.e., code 𝑐𝑖 and documentation 𝑑𝑖 ) is:

D2 = {𝑡𝑖 → (𝑐𝑖 , 𝑑𝑖 ) | 𝑑𝑖 = 𝐺 (𝑚𝑖 ) } (5)

Such a "task specification → module implementation" mapping rela-
tionship aims to enhance CGSLM’s capability in generating code
and documentation according to the module specification. Fig. 10(b)
shows a data sample from D2.
3) Example Implementation.We format the task specification to a
well-structured Markdown format as shown in Fig. 10(c), including
the task target and the I/O specifications for the expected code.
Correspondingly, we prompt GPT-4o to convert the usage sample’s

metadata into well-structured documentation. This Q&A mapping
relation from a task specification 𝑡 𝑗 to the code 𝑐 𝑗 and documentation
𝑑 𝑗 can be expressed as:

D3 = {𝑡 𝑗 → (𝑐 𝑗 , 𝑑 𝑗 ) | 𝑑 𝑗 = 𝐺 (𝑢 𝑗 ) } (6)

This aims to enhance CGSLM’s ability in generating IoT-related
code and detailed documentation following well-structured task
specifications. Ultimately, by concatenating all three augmented
datasets, the final CGD D′

𝑐 becomes:

D′
𝑐 = D1{𝑡𝑖 →𝑚𝑖1 } ∪ D2{𝑡𝑖 → (𝑐𝑖 , 𝑑𝑖 ) } ∪ D3{𝑡 𝑗 → (𝑐 𝑗 , 𝑑 𝑗 ) } (7)

4.1.3 IoTBench. To evaluate LLMs’ abilities in task decomposi-
tion and code generation for IoT applications, we create IoTBench, a
benchmark of text-generation tasks in the IoT domain. Specifically,
we choose 100 samples from TDD and CGD with manually created
test cases, covering various IoT topics (e.g., signal processing, edge
AI, etc.). All the selected data samples are first manually filtered
to ensure correctness and relevance to the IoT domain. Then, we
format the sub-tasks separated by a blank line in between. Note that
although many SOTA benchmarks (e.g., HumanEval [10]) can also
evaluate LLMs’ code generation abilities, they are not tailored to
IoT tasks. Besides, the data in IoTBench is excluded from the tuning
processes (§ 4.2) to test the generalizability of the tuned SLMs.

4.2 Parameter-Efficient Co-Tuning (PECT)
With the two augmented datasets (D′

𝑡 and D′
𝑐 ), our next step is

to fine-tune TDSLM and CGSLM to enhance their ability in task
decomposition and code generation, respectively. In the following,
we first introduce the traditional LoRA tuningmethod [27] for SLMs,
and then explain our Parameter-Efficient Co-Tuning paradigm.
4.2.1 LoRA Tuning. Fig. 10(d) shows the Low-Rank Adaptation
(LoRA) tuning process of a Transformer block [63]. Specifically,
each Transformer block in an LLM contains two main components:
a self-attention mechanism and a feed-forward network (FFN), both
of which are followed by residual connections and layer normaliza-
tion. The self-attention features three tunable weight matrices (𝑊𝑞 ,
𝑊𝑘 , and𝑊𝑣 ) to capture contextual relationships between input em-
beddings, while the FFN processes the outputs from the attention
mechanism to refine the feature representations. In conventional
LLM full-tuning, the entire weight matrices are updated, leading to
extensive GPUmemory requirements and high computational costs.
Instead of fully updating the weight matrices, LoRA reduces the
number of tunable parameters [15, 18], where two low-rank matri-
ces 𝑨 and 𝑩 (i.e., LoRA adapters) are inserted alongside the weight
matrix. Given an input 𝑿 , the tuning process can be expressed as:

𝑽 ′ = (𝑾𝑣 + 𝑩𝑨) · 𝑿 (8)
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𝑥2

Input Embedding (𝑿)

𝑊𝑞 𝑊𝑘 𝑊𝑣

Q K V

Attention

Add & LayerNorm

FFNProjection 2 Projection 1

Add & LayerNorm
Further Process

𝑥1

𝐿2 ⋅ 𝐿1 ⋅

Task Decomp.
Path

Code Gen. Path

Co-Tuning Path

Shared Path

LoRA Params

Skip Connection

𝑥1 𝑥2

Figure 11: PECT in one Transformer block with both inde-
pendently and collaboratively tuned LoRA adapters.
This reduces the computational burden by only updating the smaller
low-rank matrices 𝑨 and 𝑩, significantly cutting down resources.

However, as demonstrated in § 2.2, domain misalignment arises
when separately tuning TDSLM and CGSLM using this vanilla LoRa
method. This is because they focus on two distinct text-generation
tasks with different semantic attention, thereby hindering GPIoT
from synthesizing IoT-related programs. To tackle this issue, we
propose a parameter-efficient co-tuning (PECT) paradigm. Un-
like conventional LoRA tuning that tunes adapters separately,
PECT enables collaborative fine-tuning of several SLMs with
a shared base model but with different LoRA adapters. PECT
features a Multi-Path LoRA Pipeline (MPLP) and two lightweight
projection layers, which can promote information sharing between
TDSLM and CGSLM, thereby narrowing the semantic comprehen-
sion gap between task decomposition and code generation.
4.2.2 Multi-Path LoRA Pipeline. MPLP selects a subset of
shared LoRA adapters to be collaboratively tuned by TDSLM and
CGSLM, with another adapter set independently tuned.
Pipeline Construction. In the lower part of Fig. 11, we create
three pipelines of LoRA adapters in each Transformer block. Two
pipelines (the orange one and the green one) are independently
tuned by TDSLM and CGSLM with respect to TDD and CGD. The
other pipeline (the gray one) is co-tuned on both TDD and CGD.
For example, given a data sample from TDD, only the orange LoRA
adapters and gray LoRA adapters are updated, as shown in Fig. 11.
Note that we only assign the shared adapters beside the key and
value weight matrices (𝑾𝑘 ,𝑾𝑣 ). The insight behind this is that the
value vector provides the information to be activated based on the
key vector [63]. In other words, themapping from problem statement
to decomposed tasks and the mapping from task specification to code
& documentation are determined by the key and value vectors in
TDSLM and CGSLM, respectively. Domain misalignment is thus
caused by such differentmapping relations during tuning on distinct
datasets with disparate semantic focuses. Therefore, by co-tuning
the shared adapters integrated into the key and value vectors, the
mapping relations will be shared between the two SLMs, allowing
TDSLM’s outputs to align with CGSLM’s scope.
Co-Tuning. In Fig. 11, we designate the orange line as the task
decomposition path (TDP), through which only data from TDD will
pass. The green line is the code generation path (CGP), through
which only data from CGD will pass. The grey line represents
the co-tuning path, through which all data will pass. During co-
tuning, the LoRA adapters will be tuned either independently or

User Target Extraction Prompt

System Message
You are a skilled IoT application developer, 
especially in writing well-structured task 
specifications. Given the task description, 
define and directly output the objective of 
the task. Example: develop a R-peak 
detection algorithm for ECG data.

User Message (𝑡𝑖)
Task 1 [Task Name]
- Implementation step 1
- Implementation step 2 ……

(a) User target extraction

Input/Output Specification Extraction Prompt

System Message
You are a skilled IoT application developer, 
especially in writing well-structured task 
specifications. Given the task description, 
define the input/output specifications for 
the expected code. The output must be in 
the following format:
- Param 1 (type): description ……

User Message (𝑡𝑖)
Task 1 [Task Name]
- Implementation step 1 ……

(b) I/O specification extraction
Figure 12: CoT-based prompts for RTSLM.

collaboratively, depending on the path they occupy. Specifically,
take the adapter alongside the projection matrix𝑾𝑘 as an example,
the key vectors after projection in the two paths are calculated by:

𝑲1 = (𝑾𝑘 + 𝑩1𝑨1 + 𝜆 · 𝑩𝑐𝑨𝑐 ) · 𝑿
𝑲2 = (𝑾𝑘 + 𝑩2𝑨2 + (1 − 𝜆) · 𝑩𝑐𝑨𝑐 ) · 𝑿

(9)

where𝑿 is the input text embedding, 𝑲1 and 𝑲2 are the key vectors
within TDP and CGP, respectively. 𝑩1𝑨1 and 𝑩2𝑨2 are the param-
eters of LoRA adapters independently tuned within the two paths,
respectively. 𝑩𝑐𝑨𝑐 are the LoRA adapters collaboratively tuned
by the two paths. 𝜆 is a hyper-parameter to balance the data flow
between the two paths. During the co-tuning process, we first ran-
domly sample data from TDD and CGD. Next, if the data is sampled
from TDD, it will pass through TDP; otherwise, it will pass through
CGP.We then calculate the loss and update the corresponding LoRA
adapters based on the source of the data sample.
Remarks. By orchestrating the independent and collaborative tun-
ing paths, MPLP dismantles the information barrier between TD-
SLM and CGSLM, fostering their consensus during inference and
thereby alleviating the misalignment issue.
4.2.3 Projection Layers. To further enhance knowledge sharing
between the two SLMs during tuning, we create two projection
layers for the two paths. We place the projection layers in parallel
with the FFN layers in the Transformer block. As such, they can
serve as extra FFNs that apply non-linear transformations to the
attention representations, thereby enhancing token-level feature
extraction and increasing the complexity of the model’s learning
capabilities. By receiving representations from the other path with
enhanced non-linearity, the cross-domain IoT knowledge compre-
hension capabilities of the two SLMs will be further strengthened.
Specifically, take TDP as an example, as shown in the upper part of
Fig. 11, with the obtained value (denoted as 𝑥1) from the LayerNorm
in TDP, we feed it into a projection layer 𝐿1 (·). The output is then
added with the FFN’s output 𝐹 (𝑥2) and 𝑥2 in CGP. The sum will be
sent to the next Transformer block for further processing. Such a
knowledge transfer process can be expressed as:

𝑥 ′
1 = 𝑥1 + 𝐹 (𝑥1 ) + 𝛾 · 𝐿2 (𝑥2 )

𝑥 ′
2 = 𝑥2 + 𝐹 (𝑥2 ) + (1 − 𝛾 ) · 𝐿1 (𝑥1 )

(10)

where 𝑥 ′1 and 𝑥
′
2 are the final output of the two paths. 𝑥1 and 𝑥2 are

the input attention representations from TDP and CGP, respectively.
𝐹 (·) represents the FFN layer, 𝐿1 (·) and 𝐿2 (·) are the projection
layers in the two paths, and 𝛾 is a hyper-parameter to balance
the knowledge-sharing between the two paths. Note that each
projection layer has the same architecture as the FFN, consisting of
two fully connected layers and a non-linear SwiGLU function [54].
Remarks. By combining independent and collaborative tuning
of LoRA adapters with the projection layers, PECT optimizes the
task-specific performance of TDSLM and CGSLMwhile minimizing
domain conflicts. As a result, the decomposed tasks generated by
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TDSLM will have closer semantic alignment with CGSLM and thus
can be better handled. Note that during both tuning and inference,
the SLMs share the same foundation model architecture, with the
only difference being the LoRA parameters shown in Fig. 11. There-
fore, our proposed PECT paradigm fundamentally differs from those
traditional PEFT approaches that tune SLMs separately.
4.3 Requirement Transformation
When cascading TDSLM and CGSLM together, a huge gap ex-
ists between TDSLM’s outputs (decomposed task descriptions) and
CGSLM’s inputs (task specifications). The task descriptions are
typically natural language while the task specifications are well-
structured. Directly feeding the task descriptions into CGSLM will
lead to sub-optimal performance of the generated code. To fill this
gap, we leverage RTSLM to transform the descriptions into well-
structured specifications. Considering that RTSLM has limited IoT
knowledge comprehension ability, we enhance it with RAG and
several CoT-based prompts to perform requirement transformation.
RAGConstruction. To enhance RTSLM’s ability in understanding
IoT domain knowledge during requirement transformation, we first
transform all the downloaded papers into a text embedding database.
Then, armed with such an IoT knowledge database, we build a RAG
agent based on RTSLM to retrieve relevant context for reference. As
such, RTSLM can better comprehend and handle IoT terminologies
in the task descriptions during requirement transformation.
CoT Prompting. Fig. 10(c) shows an example of a well-structured
task specification for code generation, consisting of three parts:
task target, input and output specifications of the expected code.
For each decomposed task 𝑡𝑖 generated by TDSLM, we prompt the
agent to generate such well-structured specifications step-by-step.
Specifically, we first prompt (Fig. 12(a)) the agent to summarize a
target for the task. Next, we further instruct (Fig. 12(b)) the agent to
generate a list of parameter descriptions for the input and output of
the expected code. Each single parameter description item contains
the parameter name, the parameter type, and a brief explanation of
its meaning. For example, "signal (numpy.ndarray): the raw ECG
data collected from patients with noises." Finally, RTSLM reorga-
nizes and formats the above information into a well-structured task
specification, which will be further handled by CGSLM to generate
corresponding code snippets and documentation.
Remarks. Note that tuning is excluded in this process since it only
needs basic language comprehension and processing capabilities
of RTSLM. Therefore, RTSLM shares the same base model without
additional tunable LoRA parameters to perform the transformation.

5 EXPERIMENT SETUP
5.1 Implementation
SystemConfigurations.WedeployGPIoT on an edge PC equipped
with an RTX 4090 GPU (24 GB). We use selenium [45] to create a
web crawler for data retrieving from public websites. To perform
data formatting and augmentation, we construct an agent based
on GPT-4o and LangChain [8]. For SLM tuning, we use a high-
performance cloud server with an NVIDIA A100 GPU (80 GB).
Hyper-parameters. TDD contains 36,098 pairs of "problem state-
ment → decomposed tasks". CGD contains 35,419 pairs of "task
specification → code & documentation". Llama2-13b [61] with INT8
quantization serves as the foundation model and is fine-tuned via
LoRA [27], with a rank of 64 and a dropout rate of 0.1. The number

of tuning epochs is 5, with an initial learning rate of 0.0001, varied
by a cosine learning rate scheduler. The 𝜆 in Eq. 9 and the𝛾 in Eq. 10
are both set to 0.5 by default. The tuning process takes around 80
GPU hours. Since TDSLM, RTSLM, and CGSLM share the same
foundation model, only about 16 GB of GPU memory is needed for
the whole system, which is affordable for a commodity GPU [52].

5.2 IoT Applications
Considering the different technologies required during develop-
ment, we select three IoT applications, focusing on healthcare and
edge computing. 1) Heartbeat Detection (HD) is essential for
continuously monitoring patient vitals with enhanced healthcare
and ensuring timely intervention in case of abnormalities [47]. We
instruct GPIoT to develop a heartbeat (R-peak) detection algorithm
and test it on the MIT-BIH dataset [44]. 2)HumanActivity Recog-
nition (HAR) [3, 7, 31–33] deployed on edge devices is important
for real-time analysis of daily human activities. We instruct GPIoT
to develop a WiFi-based HAR model using the WiAR dataset [23]
and deploy it on a Jetson Nano board that has limited resources [40].
3)Multimodal HAR leverages different sensors to capture comple-
mentary information, thereby enhancing HAR systems’ robustness
and versatility [19]. We instruct GPIoT to construct a multimodal
HAR model based on the Harmony dataset [49], which contains
three sensor modalities: audio [68], depth camera, and radar [13].
Notes: HD requires signal processing methods, HAR demands
technologies in both signal processing and machine learning, and
multimodal HAR necessitates advanced multimodal processing
algorithms. Though we use HD as an example for demonstration
throughout the paper, all the tasks are unseen to GPIoT.

6 EVALUATION
6.1 Metrics
We compare the programs synthesized by GPIoT and several base-
lines by measuring the following evaluation metrics.
HD. 1) Precision: The fraction of correctly detected R-peaks out of
all detected peaks: 𝑇𝑃

𝑇𝑃+𝐹𝑃 . 2) Recall rate: The proportion of correctly
detected R-peaks out of all actual R-peaks: 𝑇𝑃

𝑇𝑃+𝐹𝑁 . The larger these
two metrics are, the more accurate the heartbeat detection becomes.
HAR. 1) Classification accuracy: The portion of the test data that is
correctly classified based on the label. A higher accuracy implies a
more robust and accurate HAR model. 2) GPU memory usage: The
amount of GPU memory used during model inference. 3) Inference
time: The time it takes from feeding the data into the code to the
generation of the recognition result. The less memory and inference
time consumed, the more resource-efficient the HAR model is.

6.2 Baselines
Given the same user problem, we input it into the following base-
lines to compare their performance with GPIoT (GT). 1) GPT-4o
(G4) [2] is an advanced LLM from OpenAI, optimized for instruc-
tion following and code generation tasks. 2) DeepSeek-Coder
(DC) [22] is a high-performance code LLM, particularly effective in
understanding and generating programming code across various
domains. 3) CodeLlama-34b (CL) [53] is a specialized version of
the Llama designed to generate, understand, and assist with coding.
4) WizardCoder-33b (WC) [43] incorporates complex instruction
fine-tuning by adopting evolving instructions. 5) CodeQwen-7b
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Heartbeat Detection (User Input)

Given the ‘MIT-BIH’ Arrhythmia Dataset, 
write Python code to perform R-peak 
detection for all the signal records in the 
dataset. The code should also output the 
detection accuracy for each data.

**Code Input**
1. The local file path to the dataset
**Code Output Format**
Case {ECG data record name}
Detection accuracy: 91% ……

**Remarks**
The dataset folder contains several data 
samples, each of which contains four files, 
i.e., ‘.atr’, ‘.dat’, ‘.hea’, and ‘.xws’.

(a) Problem statement for HD

Human Activity Recognition (User Input)

Given the WiFi-based Activity Recognition 
(WiAR) dataset, write some Python code 
to perform human activity recognition. 
First split the dataset into ‘train’ and ‘test’ 
parts. Then, train an AI model to output 
the recognition accuracy of the test data.

**Code Input**
1. The local file path to the dataset
**Code Output Format**
The average recognition accuracy: 91%

**Remarks**
The dataset is a NumPy array with a shape 
of (450, 90, 250), containing 15 activities 
with each repeated 30 times.

(b) Problem statement for HAR
Figure 13: Problem statements of the two applications (HAR
and multimodal HAR share a similar prompt).

(CQ) [5] is the Code-Specific version of Qwen1.5, which is a decoder-
only LLM pre-trained on a large amount of data of programs. 6)
GitHub Copilot (GC) [21] is an AI-powered code generation tool
that assists developers by suggesting code snippets and functions.
7)MapCoder (MC) [30] is an LLM+RAG-based code generation
framework that cascades multiple LLM-based agents to solve com-
petitive problems, where GPT-4o is selected as the built-in LLM.

We access GPT-4o and DeepSeek-Coder via API keys, interact
with GitHub Copilot via Visual Studio Code’s chat window, and
deploy the rest on an edge server. Note that to our best, currently
there is no LLM-based program synthesis system tailored for IoT
application development. Therefore, we choose some SOTA code
generation LLMs and systems as our baselines.
6.3 Application Evaluation
With the designed two problem statements (Fig. 13) for the three
IoT applications, we input them into GPIoT and the baselines to
synthesize 20 different programs for each task. We then evaluate
their performance based on the metrics described in § 6.1.
6.3.1 HD. As shown in Fig. 14, the code generated by GPIoT sig-
nificantly outperforms all the baselines, with an average precision
gain of 64.7% and an average RR increase of 16.9%. It’s also worth
noting that CodeLlama, WizardCoder, and CodeQwen achieve mod-
erate RR (above 80%) but exhibit lower precision. With further
analysis of the code, we find that they all adopt a simple peak detec-
tion function, scipy.signal.find_peaks(), which typically fails
when handling abnormal ECG data from patients. As a result, the de-
tection results contain numerous false positives with low precision.
Additionally, after reviewing the code generated by MapCoder, we
observe that it incorporatesmore advanced heartbeat signal process-
ing algorithms (e.g., bandpass filtering and adaptative thresholding).
However, the final program exhibits a significant performance drop
compared with other baselines. This is because heartbeat detection
is a relatively simple IoT application that does not require highly
sophisticated planning and iterative debugging. Integrating many
advanced algorithms into a simple signal-processing program may
lead to inconsistency issues. In other words, the heartbeat signal
may be over-processed by these algorithms, leading to degraded
performance. [24, 60]. On the contrary, the code generated by GPIoT
utilizes dedicated algorithms (e.g., Pan-Tompkins) for R-peak de-
tection due to embedded IoT domain knowledge during tuning,
consistently achieving high precision and RR.
6.3.2 HAR. In this evaluation, for all the generated HAR mod-
els, we set the training epochs to 10 and the batch size to 32 for
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Figure 15: The overall performance of HAR.

a fair comparison. Besides, during our implementation, we find
that after around 15 training epochs, all the models gradually con-
verge. Therefore, we compare the model performance at the 10th
epoch. As shown in Fig. 15(a), the program synthesized by GPIoT
achieves a 17.2% higher accuracy with 47.8% less GPU memory and
38.3% shorter inference time on average. By analyzing the generated
code, we find GPIoT applies: 1) a data preprocessing method, But-
terworth low-pass filtering, on the WiFi data, considering that the
low-frequency components of WiFi CSI are primarily influenced by
human activities [69]. 2) an augmentation method tailored for IoT
data (e.g., time-frequency masking [87]) on the WiFi signal to fur-
ther enhance the diversity of the dataset. 3) a CUDA optimization
mechanism [12] to reduce GPU memory usage while enhancing
runtime efficiency. In contrast, the baselines directly input raw
WiFi data into HAR models without GPU optimization, leading
to diminished performance and heightened memory consumption.
Moreover, the error bar of GPIoT is smaller than that of the base-
lines, indicating that GPIoT generates more stable responses with a
more robust performance of the synthesized program. Note that MC
can synthesize programs with competitive performance since HAR
is a more complex application. Such advancements of GPIoT origi-
nate from our meticulously crafted IoT-specialized datasets and the
PECT paradigm, which embeds abundant IoT domain knowledge
from our datasets into the tuned SLMs for more consistent outputs.

Additionally, considering that our HAR model is deployed on
edge devices with various resource constraints [39, 55, 57, 66, 67],
we involve different resource requirements in the prompts for
the generated code to facilitate a more comprehensive evaluation.
Specifically, we first design a base prompt: "I need to deploy the
HAR model on Jetson Nano" (P1) without any resource specifi-
cations. Based on P1, we then create three variations by adding
different resource constraints: "Do not consider any resource con-
straints but only model accuracy" (P2), "The GPU memory usage
should not exceed 200 MB" (P3), and "The GPU memory should
not exceed 50 MB" (P4). We then instruct GPIoT to synthesize 20
different versions of programs using each of the prompts above.
After executing the programs with the same configurations, we
record the average classification accuracy and GPU memory usage,
as shown in Fig 19(a). We find that: 1) Given P2, GPIoT can con-
struct an AI model with a large number of parameters to achieve
ultimate performance, with its classification accuracy approaching
nearly 100%. 2) Given P3, GPIoT can adopt a smaller model within
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Figure 16: The overall performance of multimodal HAR
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the resource budget (i.e., GPU memory usage not exceeding 200
MB) with a slight performance drop. 3) Given P4, GPIoT employs
a highly optimized model requiring only approximately 50 MB
of GPU memory, resulting in an acceptable accuracy drop of 5%.
These results demonstrate that GPIoT can generate code tailored to
different resource budgets, stemming from our IoT-Oriented Data
Augmentation method, which augments data samples considering
resource heterogeneity of target devices in IoT applications.

6.3.3 Multimodal HAR. We further instruct GPIoT to synthesize
programs for the multimodal HAR application, aiming to evalu-
ate its programming ability for more complex tasks. As shown in
Fig. 16, compared with the baselines, the program synthesized by
GPIoT achieves an average accuracy improvement of 13.44% while
requiring moderate GPU memory and inference time. After review-
ing the source code, we find that both GPIoT and the baselines
train three encoders to first extract useful features from different
modalities, followed by a classifier to recognize the correspond-
ing activity. However, the program synthesized by GPIoT adopts
some model optimization methods (e.g., quantization or pruning)
and data augmentation methods tailored for IoT sensor data (e.g.,
time-frequency masking). As such, the synthesized program can
train a memory-optimized model while maintaining high classifica-
tion accuracy. These results indicate that, benefiting from our SLM
tuning, the program synthesized by GPIoT can incorporate more
IoT-specific data processing and model optimization algorithms,
thereby achieving high performance even for multimodal HAR.

6.4 Breakdown Evaluation
We separately evaluate TDSLM and CGSLM on IoTBench to explore
the effectiveness of fine-tuning in the IoT domain.

6.4.1 Metrics. We adopt different metrics for the two SLMs.
TDSLM. 1) BLEU : we measure the BLEU score [51] between the
generated decomposed tasks and the reference from IoTBench. A
larger BLEU score indicates higher semantic similarity and higher
task decomposition quality. 2) Format Correctness Rate (FCR): the
portion of TDSLM’s outputs that correctly separate each decom-
posed task with a blank line for the convenience of further pro-
cessing. This aims to quantify TDSLM’s instruction-following and
text-formatting abilities. 3) Sub-Task Completeness (STC): we invite
10 IoT experts to assess the extent to which the decomposed tasks
cover all essential parts of the application based on the reference.
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CGSLM. 1) Code embedding similarity: we use CodeT5+ [71] to
convert code snippets into embeddings and compute the cosine sim-
ilarity between embeddings of the generated and reference code. A
higher similarity indicates a stronger ability to generate IoT-related
code. 2) Pass@k: we measure the pass@k value by calculating the
portion of programs that pass all the test cases. A higher value indi-
cates better performance of the generated code. 3) User Requirement
Coverage (URC): we first ask the users to execute the generated code
and review the documentation. Next, they are asked to evaluate
the extent to which the generated code and documentation fulfill
all the user requirements. 4) Code quality: we assess the quality of
the generated code by adopting a commercial-off-the-shelf (COTS)
code quality verification tool, SonarQube [59], detecting bug/logic
errors, security issues, and code smells [1]. Code smells are not
bugs but bad coding styles (e.g., variable name mismatching regular
expression) or potential weaknesses (e.g., package version incom-
patibility). Note that STC and URC are user-related metrics, which
are rated on a scale from 1 (not at all) to 5 (completely).

6.4.2 TDSLM. We input each problem statement from IoTBench
into TDSLM and the baselines to generate 20 different decomposed
tasks and calculate the average BLEU score, FCR, and URC. From
Fig. 17, we observe: 1) The decomposed tasks generated by TDSLM
achieve a 48% higher BLEU score than the baselines on average,
indicating a stronger decomposition ability for IoT tasks. 2) TDSLM
achieves 99% FCR, indicating remarkable stability to generate in-
termediate output (decomposed tasks) based on pre-defined formats.
3) TDSLM also achieves a 28% higher STC on average, showcasing
strong abilities in understanding IoT knowledge and generating
comprehensive decomposed tasks for IoT applications. Such su-
perior IoT task decomposition and data formatting performance
of TDSLM originate from the tuning process on TDD with our
IoT-oriented text data augmentation method.

6.4.3 CGSLM. We input each task specification from IoTBench
into CGSLM and the baselines to generate 20 different code & docu-
mentation. We then report the average code embedding similarity,
pass@1, pass@5, URC, and the number of various issues detected by
SonarQube. by executing and reviewing the code. For comparison,
we also report the pass@1 achieved by CodeLlama on a general-
purpose programming benchmark, HumanEval [10]. From Fig. 18,
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Figure 21: Ablation of PECT (P. in the figure).

we observe that: 1) 1) CGSLM achieves an 18% higher code embed-
ding similarity than the baselines on average, implying stronger ca-
pability and generalizability in generating IoT-related code snippets.
2) CGSLM achieves higher pass@1 and pass@5 than the baselines,
with an average increase of 21.5% and 31%, respectively, showcasing
higher quality and accuracy of the generated code for solving IoT
tasks. 3) Nearly all the baselines achieve much lower pass@1 for IoT
programming tasks than CodeLlama on HumanEval due to limited
capabilities in the IoT domain. 4) Users show a stronger preference
for CGSLM over the baselines, with an average increase of 23% in
URC. 5) The program synthesized by CGSLM contains fewer bugs,
security issues, and code-smell-related issues. This is primarily be-
cause, CGSLM, fine-tuned on our manually crafted datasets, can
synthesize programs with enhanced code quality. Such superior
abilities of CGSLM in generating IoT-related code snippets with
high URC stems from our co-tuning on CGD with well-structured
data. Consequently, CGSLM can generate code adopting more IoT-
specific algorithms following task specifications.
6.5 Ablation Study
We conduct an ablation study by removing some proposed technical
modules to investigate their importance to GPIoT.
6.5.1 IoT-Oriented Data Augmentation. We directly tune TD-
SLM on the raw dataset without our IoT-oriented data augmenta-
tion, which contains only 273 data samples. We then evaluate the
tuned model on IoTBench and report the average BLUE score, FCR,
and STC. As shown in Fig. 20(a), without our augmentation, the
tuned model exhibits a substantial performance decline across all
metrics, much lower than GPT-4o. The main reason is that the raw
dataset lacks generalizability and diversity in the IoT domain, which
limits the tuned SLM’s ability to decompose IoT problems into man-
ageable sub-tasks, occasionally leading to incorrect results due to
hallucinations. As a result, if we use such an insufficiently tuned
TDSLM for heartbeat detection, GPIoT still adopts a simple peak
detection algorithm, leading to significant performance degradation
of the generated code in both precision and recall rate (Fig. 20(b)).
The results demonstrate the importance of our IoT-oriented text
data augmentation method in improving TDSLM’s capability in
task decomposition and IoT domain knowledge comprehension.
6.5.2 PECT. We separately fine-tune TDSLM and CGSLM on their
own datasets without our PECT paradigm. We then evaluate the
performance of the tuned CGSLM on IoTBench and measure the
average code embedding similarity, pass@1, and URC. As shown in
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Fig. 21(a), without PECT, the code generated by CGSLM exhibits per-
formance degradation across all the metrics. This is because some
IoT domain knowledge possessed by TDSLM cannot be shared with
CGSLM. As a result, CGSLM cannot handle some programming
tasks that are out of the scope, providing simple programs with
degraded performance. However, even such insufficiently tuned
CGSLM still outperforms GPT-4o, highlighting the advantage of
fine-tuning in enhancing IoT-related code generation ability. Fur-
thermore, without PECT in the HAR task, the final code neither
adopts data pre-processing methods nor designs high-performance
neural networks, leading to decreased classification accuracy, as
shown in Fig. 21(b). The results confirm the importance of our PECT
paradigm in mitigating the domain misalignment issue and facili-
tating the IoT knowledge sharing between TDSLM and CGSLM.
6.5.3 RTSLM. We directly feed the natural-language-described
decomposed tasks from TDSLM into CGSLM. We then compare
the performance of the generated code by GPIoT, GPIoT without
RTSLM, and GPT-4o. As illustrated in Fig. 22, without RTSLM, we
find that: 1) In HD,GPIoT tends to generate code unrelated to the IoT
domain with substantial precision degradation but a high recall rate.
This implies that the heartbeat detection results contain numerous
false positives. 2) In HAR, GPIoT designs a basic HAR model with
only a few simple layers, leading to a notable accuracy drop. These
results highlight the importance of RTSLM in aiding CGSLM to
understand the decomposed tasks generated by TDSLM, thereby
improving its code generation ability for IoT applications.
6.6 User Study
We conduct a user study to evaluate the functionality, generaliz-
ability, and overall satisfaction of GPIoT for IoT application devel-
opment. Specifically, with GPIoT deployed on an edge server, we
invite 5 experts and 15 non-experts in IoT and ask them to freely
express their requirements for any IoT application development
that requires signal processing or AI technologies. By sequentially
executing the generated code based on the instructions in the docu-
mentation, we ask the users to rate GPIoT based on five metrics: 1)
Overall Code Performance (OCP) evaluates the overall performance
of the generated code on corresponding test data considering task
accuracy, runtime efficiency, and resource consumption; 2) Code &
Documentation Readability (CDR) measures the clarity and struc-
ture of the code and documentation; 3) Generation Efficiency (GE)



SenSys ’25, May 6–9, 2025, Irvine, CA, USA Leming Shen, Qiang Yang, Xinyu Huang, Zijing Ma, Yuanqing Zheng

accesses how efficiently GPIoT operates in terms of speed and re-
source usage to produce the final results; 4) Code Modularity (CM)
judges whether the code is properly modularized for easy reuse
and extension; 5) User Satisfaction (US) captures users’ feedback
regarding their overall personal experience. All the above metrics
are rated by the users on a scale from 1 (not at all) to 5 (completely).
Github Copilot, DeepSeek-Coder (cloud), CodeLlama (local), and
MapCoder (agent) serve as representative baselines for comparison.

As shown in Fig. 23, we observe: 1) GPIoT significantly outper-
forms the baselines in terms of OCP and US. The main reason is
that, tuned on our IoT-specialized datasets,GPIoT can generate code
containing more dedicated algorithms with better performance.
Therefore, the users provide a higher score for GPIoT regarding the
overall code performance and user satisfaction. 2) GPIoT achieves
similar scores to the baselines in terms of CDR and CM, because
our datasets mainly focus on generating IoT-related code snippets.
Therefore, the readability of the code and documentation are not
explicitly enhanced via tuning. 3) GPIoT gets a lower GE score
as it performs requirement transformation and code generation
for each decomposed task. Nevertheless, we can enhance its effi-
ciency by adopting various LLM inference and serving optimization
methods [20]. Additionally, during our implementation, we find
that MapCoder costs around $20 to synthesize a program for a
single IoT application while GPIoT incurs no query costs. The infe-
rior performance of MapCoder may be attributed to the fact that
LLM+RAG-based agents typically incorporate multiple modules to
generate intermediate results in a cascaded manner, making them
susceptible to unstable networks. This yields longer generation
time, prohibitive token costs, and degraded user experiences. The
user study results demonstrate the superior performance of GIoT in
synthesizing IoT-related programs in an end-to-end manner, with
the ability to generalize to other unseen IoT applications.

7 DISCUSSION
System Cost of GPIoT. In GPIoT, though there are three SLMs (i.e.,
TDSLM, RTSLM, and CGSLM) operating simultaneously in GPIoT,
they share the same foundation model architecture and only differ
in a small subset of tunable parameters (§ 4.2). Moreover, though
LLM+RAG systems (e.g., MapCoder) require less memory (no more
than 1 GB), GPIoT does not need sophisticated prompt design and
requires a shorter generation time for the final output (§ 6.6).
Applicability to Resource-Constrained IoT Devices. The main
focus of GPIoT is generating domain-specific and high-quality code
for IoT application development. Considering the resource hetero-
geneity of various IoT devices for data processing, our IoT-Oriented
Data Augmentation method (§ 4.1) augments the original task de-
composition dataset by considering various resource requirements
of different target platforms for IoT application development. Fur-
ther experiments (Fig. 19(a)) demonstrate the effectiveness of GPIoT
in handling different resource requirements with optimized models.
Generalizability of GPIoT. Existing IoT applications can be cate-
gorized into four types based on the functionality they deliver: data
collection, data transmission, data processing, and decision-making.
Data collection, transmission, and decision-making have been ex-
tensively studied using fixed programs. For instance, manufacturers
typically provide COTS sample code for sensor data collection [14].
In contrast, IoT data processing demands more complex algorithms

due to fluctuating sensor data with noises and various resource con-
straints. Therefore, GPIoT focuses on IoT data processing tasks by
offering end-to-end solutions with executable programs. We believe
that the general workflow (i.e., task decomposition → requirement
transformation→ code generation) ofGPIoT can be applied to other
programming tasks. In future work, we plan to comprehensively
assess GPIoT in other complex programming tasks.

8 RELATEDWORK
Code LLMs & Programming Copilot. Code LLMs have signifi-
cantly impacted the field of code generation, with prominent exam-
ples such as CodeLlama [53] and DeepSeek-Coder [88]. Trained on
vast datasets comprising diverse code repositories, these models
are capable of synthesizing programs based on user requirements,
effectively bridging the gap between natural language and code.
One notable application is GitHub Copilot, an LLM-powered assis-
tant that provides real-time code suggestions and auto-completion.
Though powerful and promising, existing code LLMs and copilots
are primarily designed for general-purpose programming, lacking
customization to the IoT domain when tasked with IoT applications.
GPIoT addresses this by tuning local SLMs on IoT-specialized text-
generation datasets with scrupulous augmentation. Additionally, by
locally deploying GPIoT, it can potentially serve as a copilot for IoT
application developers, enhancing task accuracy and development
efficiency in a privacy-preserving manner.
Data Augmentation for LLMs. Existing text augmentation meth-
ods [16, 72] for LLM tuning harness the advanced language process-
ing capabilities of powerful LLMs (e.g., GPT-4) to synthesize diverse
and high-quality text data. These methods have two categories: 1)
Depth-based augmentation [9, 78] aims to increase the complexity
of the original text data by adding constraints, concretizing the
problem, and increasing reasoning steps. 2) Breadth-based augmen-
tation [37] directly uses powerful LLMs to rewrite the original text
data and generate a completely new instruction. However, these
augmentation methods focus on linguistic characteristics rather
than the IoT domain knowledge. In GPIoT, we propose a novel
IoT-oriented text augmentation method tailored for the IoT do-
main, considering unique features of IoT applications, i.e., sensor
modalities, data representations, and system resource constraints.

9 CONCLUSION
We present GPIoT, a tailored local code generation system that syn-
thesizes programs with documentation based on user requirements
for IoT application development. Armed with two IoT-specialized
text-generation datasets, the IoT-oriented augmentation method,
and our PECT paradigm, GPIoT can generate more IoT-related code
in a privacy-preserving way, achieving enhanced task accuracy
and user satisfaction for IoT application development. As IoT tech-
nologies are emerging rapidly, it is also worthwhile to explore the
construction of a dynamic IoT knowledge database and continuous
fine-tuning of local SLMs in the future.
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